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滴滴“崩了”的12小时
或损失千万订单、4亿元成交额，到底出了什么故障

乘客抱怨
“滴滴打车打不到”冲上热搜第一

一整晚以及一早上的系统崩溃，为消费
者出行带来严重不便。“滴滴打车打不到”在
28日上午迅速超过“滴滴网约车等服务已恢
复”等相关话题，冲上微博热搜第一名。

在深圳市某互联网大厂工作的郭女士
对记者吐槽道，自己在27日晚“叫车叫到崩
溃”。她表示，滴滴出行是其公司指定的免
费差旅平台，27日晚11点左右，她打算从公
司打车回家，但是滴滴出行App无论如何都
打不开，尝试叫车半小时后依旧无果，“因
为当时根本不知道是它的App崩了还是自
己的网络问题，幸好最后公司负责人通知
说先用其他App叫车，可以走报销”。郭女士
还表示，28日上午10点左右尝试用滴滴出
行叫车，依旧没成功，App可以打开，也可以
发送订单，但是迟迟没有司机接单。

一位杭州上城区的用户表示，早上9点
半上班打车时，滴滴根本打不了，为了不迟
到还是用了其他平台，“能定位，就是在叫
车时一直显示网络异常”。

有乘客即便叫到了车，也并不代表着
可以顺利出行。有上海乘客表示，“早上上
班用滴滴叫到了车，但无法取消订单，司机
也无法开始行程。”该乘客进一步表示，看
叫到的车子很远，大概要等15分钟，所以想
取消，但页面提示“取消订单失败”。等到上
车后，司机也无法开始服务，页面显示无反
应。最后到目的地了，系统显示结算成功。
不过原本超20元的订单最后结算了16元，
只算了起步费。

该乘客还补充说，“乘车途中司机所在
的群里都是一起抱怨的同行，上午系统好
了一阵又崩了，而且他们都是滴滴签约司
机，还不能用其他平台。”

此外，也有另一位上海乘客表示，早上
时间段可以用滴滴叫车，但司机无法开始
行程，看不到目的地，也输入不了乘客手机
尾号验证码。

不过也有上海、杭州等地的用户表示，
28日早上使用滴滴顺利叫到了网约车。

司机选择休息避风险
部分司机进入平台提现

上海滴滴司机刘师傅对记者表示，像
郭女士那样叫到车但无人回应的，很有可
能是司机端系统有问题。刘师傅说，自己在
27日晚间接到一名乘客的电话，说叫到了
他的车，希望他快点赶来。然而刘师傅的滴
滴界面上却并没有出现该笔订单。考虑到
可能出现的纠纷，刘师傅表明自己系统异
常，并请乘客取消了订单。

他表示，随后，在司机群里就出现了大
量“滴滴崩了”的消息，“全国各地的都有，
不是几个城市的问题，崩了的情况还五花
八门。有人打不开地图，有人地图光能看没
有声音，有人莫名其妙被取消了十几个订
单”。

刘师傅表示，最为夸张的是，司机群里

流传着一张余额截图，显示一名司机的账
户余额高达693亿元。“今天收工了，有朋友
刚打电话来说，系统抽风，一会儿好，一会
儿差，他们都休息了，谁知道今天会出什么
问题，系统搞错了，判定我违规扣分划不
来。”刘师傅补充说。

北京兼职滴滴司机付师傅则表示，自己
本打算在28日出车，但没想到各地系统恢复
时间各不相同，同一个城市中不同司机的系
统恢复时间也不一样，而北京则迟迟不恢复。
他说，28日上午，自己在群里关注全国各地系
统恢复情况，西安、重庆、上海、南京等地都陆
续有人说可以使用了，唯独北京一直没有进
展。不得已，付师傅只好选择尝试使用其他出
行平台，“热力图上就能看到附近有热区，出
车后很快可以接单”。

对于本次滴滴系统崩溃带来的影响，
付师傅说，“其实司机个人损失应该不多，
最多就是影响出勤分，但就是不知道要持
续多久。”

付师傅还补充说，“今天的滴滴平台上，
可能都出现挤兑的情况了。不少司机都在提
现，怕系统出问题自己的账户出问题或者被
注销。”他还提到，系统提现也有问题，“我可
以提现，好久了一直没有到账。不过群里有几
个说到账的了，时间还都不一样。”

滴滴未公布故障具体原因
有专家称或涉内部业务调整

这次突发事件无疑将带来巨大影响。
滴滴出行此前公布的2023年第三季度财报
显示，单季度中国出行业务总交易额为725
亿元，日均单量达到3130万单，而以此次

“崩了”的故障时长计算，估计将会让滴滴
损失过千万的订单量和超4亿元的交易额。

滴滴至今未公布此次故障的具体原
因。11月27日深夜，滴滴出行致歉称，“非常
抱歉，由于系统故障，今天晚间滴滴App服
务出现异常，经技术同学紧急修复，目前正
陆续恢复中。”28日早上，滴滴出行发文称，
经技术团队连夜修复，滴滴网约车等服务
已恢复，用户可下载滴滴App使用打车服
务。骑车等服务还在陆续修复中，所有可开

锁或未关锁的青桔车辆均可免费骑行。但
根据记者实测以及网友反映的情况来看，
滴滴出行在28日早上依旧存在大量无法使
用的情况。

对于滴滴本次故障的可能原因，众说
纷纭。据媒体报道，有互联网从业者在社交
平台爆料称，是滴滴系统半夜被攻击所致，

“服务器没有物理隔离，物理攻击后台服务
全挂，dc都上不去。”360安全专家分析称，
滴滴闪崩可能有几个方面原因：一是系统
更新升级过程中出现了编程错误、逻辑错
误或未处理的异常情况；二是服务器故障；
三是第三方服务故障；四是攻击层面，如
DDOS攻击。但网络安全公司专家孙甫表
示，如果是来自外部的黑客攻击，公司一般
会在第一时间进行声明。他的猜测更集中
于滴滴发生了内部重大业务调整，或有新
业务接入原系统，但没有做好预案，导致关
联业务或关联系统出现重大故障，这是大
公司系统故障最常见的原因。

资料显示，作为对数据量响应速度要
求极高的网络服务，滴滴出行出现故障的
频率并不低。2022年9月22日，有用户反馈
网约车服务无法正常使用。滴滴彼时回应
称，“9月22日下午由于机房网络故障，导致
滴滴部分服务受影响。”该故障在当日晚间
恢复。2021年2月25日，“滴滴崩了”也登上
热搜，滴滴出行当时回复称是因为“系统异
常”，并快速解决故障问题。在更早的2019
年10月和2016年7月和2015年10月，滴滴同
样发生过系统故障。

值得留意的是，滴滴出行的云服务主
要由滴滴云进行支持。根据滴滴云官网显
示，滴滴出行的云计算服务基于滴滴出行
的业务技术和经验积累，采用领先的云计
算架构、高规格服务器集群搭建、高性能资
源配置机制、精细化运营模式，致力于为开
发者提供简单快捷、高效稳定、高性价比、
安全可靠的IT基础设施云服务。然而，今年
3月31日，滴滴云方面宣布，由于产品线调
整，自当日起不再对外提供公有云服务。

滴滴的这次故障又让很多人联想到阿
里云此前的大型宕机。就在11月12日，阿里云
刚刚经历了一次大规模故障，共持续超过1个
小时，阿里系诸多产品受到影响。而根据阿里
云健康状态官方网站，11月27日，滴滴故障开
始的同一天，从早上9点16分起，北京、上海、
杭州等地以及美东、美西等多个地域的多个
数据库产品（RDS、PolarDB、Redis等）的控制
台和OpenAPI访问出现异常，该问题已于当
天10点58分恢复。

由于12日阿里云发生大规模故障时，
有用户反映滴滴产品也出现了服务不稳定
的情况，一些网友也将本次故障和阿里云
联想到了一起。不过，有业内人士指出，像
滴滴这种大企业云都会采用多云服务，滴
滴的此次故障更像是业务层的问题。独立
IT、电信分析师付亮也再三强调，可能出问
题的环节很多，包括有滴滴员工表示公司
内网和内部应用也无法打开，是因为App本
来就在公司外的独立服务器，不分内外网。

综合澎湃新闻、南方日报、第一财经等

“滴滴崩了！”11月27日晚间，众多网友在社交平台反
馈滴滴出行App疑似故障，无法定位，显示网络异常。随
后滴滴出行致歉称，由于系统故障，晚间滴滴App服务出
现异常。消息很快登上热搜。直到28日上午10时，仍有一
些地区的部分业务还没有恢复，系统崩溃接近12个小时。

这并非滴滴第一次出现“闪崩”的情况，在更早的
2019年10月、2016年7月和2015年10月，滴滴同样发生
过系统故障。但这一次情况显然更为严重：波及范围较
大，持续时间较长，带来的影响不可小觑。媒体发布的
预测数据称，滴滴“崩了”12小时，或损失千万订单、4亿
元成交额。

滴滴崩溃12小时，
这背后是大量用户出行
受阻，在热搜榜上，一条
有代表性的网友评论
是：“迟到了半小时，这
个月全勤奖没了。”不少
消费者则开始选择其他
打车平台。

拥有不小市场份额
的出行软件突然宕机，
让人始料未及。很多人
也是从这一次的宕机中
第一次领会到，“网约车
作为公共交通重要组成
部分”的真切含义。这一
突发状况也给“风险社
会”这一概念添加了深
刻的注脚。

根据现代风险社会
理论，风险社会中的风
险，与我们过去所理解
的社会风险，有几个重要区别。比如，
从影响面来说，风险社会中的风险被
称为“平等主义者”，它几乎是同等地
指向每个人。像这次滴滴“崩了”所带
来的影响就是跨地区、跨人群的，具
有很强的扩散性和传导性；从性质上
看，它也区别于以往的自然风险，更
多属于人类在“进步中”所衍生出的
新风险。

这方面的一些代表性现象，如大
面积停电、堵车、地铁停运等带来的
风险，很多人已有所体认。而随着互
联网应用深入嵌入大众生活，网络或
某个应用系统突然“中断”所可能引
发的风险，正在明显上升。就在前不
久，阿里云也发生重大故障，导致全
线服务宕机长达3个半小时，对用户
购物、企业运营、公共服务等均造成
不同程度影响。

对于这类风险的预防及相关责
任的分配，法律层面已有明确回应。

《网络安全法》明确要求，建设、运营网
络或者通过网络提供服务，应当依照
法律、行政法规的规定和国家标准的
强制性要求，采取技术措施和其他必
要措施，保障网络安全、稳定运行，有
效应对网络安全事件。《网络预约出租
汽车经营服务管理暂行办法》也规定，
网约车平台公司应当加强安全管理，
落实运营、网络等安全防范措施，严格
数据安全保护和管理，提高安全防范
和抗风险能力。也就是说，像软件系统
突然“崩了”这类情形，虽然未必能做
到百分百避免，但平台有责任加强防
范，保障好系统的运行稳定和运营安
全，并建立完善的应急系统，尽可能将
负面社会影响降到最低。

滴滴打车业务板块之前也出现
过多次系统“闪崩”的情况，加之这次
崩溃时间长达12小时，也让外界对平
台的应急处置水平产生疑问。这些或
都反映出，平台方面在提高安全防范
和抗风险能力上，仍需要做更多功课。

随着移动互联网的广泛应用，越
来越多App深入人们的生活，成为

“新型基础设施”，也对网络风险的防
范提出了更高要求。有效预防和管控
互联网时代所伴生的种种技术性风
险，是一个系统工程，需要全社会提
高风险意识和防范能力。但其中非常
重要的一环，还是平台要在系统安
全、运营安全等基础安全保障的投入
与研发上，给予足够的重视。正所谓

“体量越大，能力越大，责任越大”，这
不仅是对用户，对社会负责，也是平
台获得社会信任乃至安身立命的基
础。 据澎湃新闻
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11月28日8点左右，有北京用户使用滴滴，显示发单失败。
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